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Part 1

LLMs: a short reminder
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LLMs in pictures… (all automatically generated with DALL-E)

To remember:
▪ The answers produced are, by design, the most probable.
▪ The produced answers are highly dependent on the LLM (and therefore the corpus of texts on which it wastrained) and the context.
▪ chatGPT has neither intention, nor opinion, nor real understanding of the word sequences it manipulates:it merely executes, mechanically, the generation algorithms for which it was designed.

training
Prompt 1, answer 1Prompt 2 answer 2
Prompt 3, answer 3Prompt 4, answer 4Prompt

chatGPT

LLM inference Answer = argmaxR(PLLM( R ¦ ))
Prompt 3, answer 3Prompt 4, answer 4Prompt

context

Training corpus

For each of the user's requests (also called"prompts"), ChatGPT produces the most probableanswer based on the LLM and the "context," i.e., afraction of the previous interactions
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The most probable answer 4

Notice:
▪ The answers are correct (134,506 inhabitants in Bern as of 12/31/2022, according to Wikipedia) BUT the system doesn't "know"

that the capital of Switzerland is Bern; the answer "The capital of Switzerland is Bern" is simply the most probable sequence of
words according to the LLM used and the query "What is the capital of Switzerland?"

▪ The context used to compute the probabilities is not limited to the query alone; this is why the answer to "And what is its
population?" correctly includes the population of the city of Bern.



There are several LLMs around!...
Several conversational LLMs are available online:
• chatGPT (OpenAI): https://chatgpt.com/
• Co-pilot (Microsoft): https://www.microsoft365.com/chat/
• Gemini (Google): https://gemini.google.com/
• Le Chat (Mistral AI): https://chat.mistral.ai/chat/
• Perplexity (Perplexity AI): https://www.perplexity.ai/
• Claude (Antropic): https://claude.ai/chat/
• Llama-3 (Meta): https://console.groq.com/
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What are the limitations?
• Fallibility: The user has no guarantee that the generated answers are
correct: they are only the most probable ones!

• Bias: The user has no guarantee that the provided answers adhere to
accepted social conventions: they simply reflect the qualities and flaws
(biases, stereotypes, prejudices) of the data on which the system was trained
(possibility of discriminatory or offensive responses)!

• Harmfulness: The user has no guarantee that the generated answers
pose no risk to users; they are only the results of a (probabilistic)
calculation!
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How to improve?
• genAI researchers and engineers are working very hard to make the new LLM
versions:
- more accurate (in many domains LLMs are now better than average humans);
- less biased (e.g., by curating the training data sets); and
- more aware of social conventions and possible consequences…

• Designing new processing pipelines more sophisticated than the simple
probabilistic completions is another good example of these efforts, with elements
such as:
- integrated “tools”; and
- Processing architectures such as the RAG (Retrieval Augmented Generation) –

see later slides…
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How to improve? Some examples 8

Tools more accurate results

Usage policies
 less biased results
 less harmful results



Semantics with LLMs
• chatGPT: “LLMs like GPT capture semantics by leveraging vast datasets and learning patterns in word usage, context, and relationships. Unlike traditional rule-based or symbolic approaches,LLMs infer meaning through statistical correlations and embeddings in high-dimensional spaces, where similar meanings are represented by proximate vectors. This enables nuancedunderstanding of word sense, idiomatic expressions, and even some degree of pragmatic context, but challenges remain in ensuring grounded, factual, and interpretable semanticunderstanding.”
• Co-pilot: “LLMs excel at capturing the context of words and phrases, enabling more accurate interpretation of meaning in various contexts. They use

embeddings to represent words and sentences in a high-dimensional space, allowing for nuanced understanding and manipulation of language. They
still have limitations, such as handling ambiguous language and ensuring ethical use.“

• Le Chat: “LLMs have significantly advanced the field of semantics by capturing complex linguistic patterns and contextual nuances. LLMs can understand and generate human-like text,making them powerful tools for tasks such as sentiment analysis, text classification, and machine translation. However, they still have limitations, such as the potential for hallucinations(generating nonsensical or factually incorrect outputs) and their reliance on vast amounts of data, which can introduce biases. Additionally, ethical considerations are crucial, and additionaltechniques must be designed for fine-tuning these models to ensure reliable and fair semantic understanding.”
• Perplexity: “Semantic search with LLMs represents a significant advancement in NLP. LLMs enable context-aware searches that understand the intent behind queries, providing morerelevant and accurate results compared to traditional keyword-based methods. By leveraging vector databases and embedding techniques, LLMs can map words into numerical spaces,allowing for nuanced search capabilities that consider context and semantics. Mastering semantic search with LLMs involves understanding vector search algorithms, utilizing vectordatabases, and applying techniques like quantization and reranking to optimize for speed, cost, and accuracy.”
• Claude: “LLMs like GPT and BERT have revolutionized semantic understanding by learning contextual representations of words and phrases through massive pre-training on diverse textcorpora. These models capture semantic meaning through distributed representations, where words and concepts are represented as dense vector embeddings that capture nuancedrelationships and similarities. Techniques like word embeddings, contextual embeddings, and attention mechanisms enable LLMs to understand semantic relationships, analogies, andcontextual meanings that go far beyond traditional rule-based or statistical semantic models. Despite their power, LLMs also present challenges in semantic interpretation, such as potentialbiases, hallucinations, and the "black box" nature of their semantic reasoning, which requires careful critical analysis. Current research explores how LLMs can be used for advancedsemantic tasks like semantic parsing, inference, question answering, and cross-lingual semantic understanding, highlighting their transformative potential in natural language processing.”
• Llama-3: “LLMs have revolutionized the NLP field by enabling more accurate and nuanced semantic analysis. Semantics with LLMs focuses on how meaning is represented and extractedfrom text using these models. Main topics to consider are: (1) How LLMs learn to capture semantic relationships between words, phrases, and sentences through self-supervised training; (2)The role of contextualized embeddings and attention mechanisms in semantic processing; (3) Evaluating the strengths and limitations of LLMs in semantic tasks such as text classification,sentiment analysis, and question-answering.”
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Semantics with LLMs (2)
LLMs like GPT and BERT have transformed natural language processing by learning to capture the semantics of text through vast pretraining on diverse datasets. They utilizeembeddings in high-dimensional spaces to represent words, phrases, and sentences, capturing nuanced relationships and contextual meanings. Core techniques such asattention mechanisms and self-supervised training enable these models to perform tasks such as sentiment analysis, text classification, machine translation, and semanticsearch with remarkable accuracy.

Strengths:
o Contextual Understanding: LLMs excel in grasping the context of words and sentences, allowing for sophisticated language interpretation.
o Semantic Representations: By leveraging embeddings, LLMs map text into dense vector spaces, enabling complex pattern recognition and contextual nuances.
o Applications: From semantic parsing to question answering, LLMs offer powerful tools for advanced language-based tasks.
Challenges and Limitations:
o Bias and Hallucinations:Models may generate factually incorrect outputs or reflect training data biases.
o Data Dependency: Their reliance on large datasets can embed pre-existing biases and ethical concerns.
o Interpretability: The "black box" nature of LLMs makes understanding their reasoning complex, demanding critical scrutiny and fine-tuning for fairness and reliability.
Emerging Frontiers:
o Semantic Search: LLMs enhance search capabilities by understanding query intent and leveraging vector embeddings.
o Optimization: Techniques like quantization and reranking improve efficiency and accuracy in practical deployments.
o Cross-Lingual Capabilities: Advances in multilingual embeddings and semantic understanding promise broader applications across languages.
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Part 2

What is a RAG-bot?
Example of the « AI in Sport » prototype
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What is a RAG-Bot?
▪ A RAG-bot is a chatbot augmented with a capacity of retrievingembeddings from a vector database
 RAG = Retrieval Augmented Generation

▪ An embedding of a text is the representation of the meaning of thattext in the form of a vector in a space where « two embeddings areclose, if and only if the two associated texts have a similar meaning»
▪ Efficiently producing and exploiting text embeddings is one of thebreakthroughs that made the raise of LLMs possible, as embeddingsare key for the probabilistic generation process the LLMs areimplementing
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RAG-Bot in pictures (1)…
▪ You have a « standard »chatbot, i.e. an LLM ableto produce, for any userprompt, the correspondingmost probable output,and…… and you want to make itable to give priority to theinformation present in acollection of referencedocuments whengenerating its outputs.
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RAG-Bot in pictures (1)…
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How can you do that?



RAG-Bot in pictures (2)… 16
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▪ You chop your referencedocuments in smaller textchunks …
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RAG-Bot in pictures (2)… 18
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▪ You chop your referencedocuments in smaller textchunks …… and for each of the textchunks, you produce theassociated embeddings …… and then, for any userprompt, your chatbot firstgenerates the associatedinitial output …



RAG-Bot in pictures (2)…
▪ You chop your referencedocuments in smaller textchunks …… and for each of the textchunks, you produce theassociated embedding …… and then, for any userprompt, your chatbot firstgenerates the associatedinitial output …… then produces theembedding associatedwith the prompt …
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RAG-Bot in pictures (2)…
▪ You chop your referencedocuments in smaller textchunks …… and for each of the textchunks, you produce theassociated embedding …… and then, for any userprompt, your chatbot firstgenerates the associatedoutput …… then produces theembedding associatedwith the prompt …… and uses this embeddingto retrieve the top-k mostsimilar chunks
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RAG-Bot in pictures (3)…
▪ … then the user prompt,the initial output and thetop-k chunks arecombined in an« augmented prompt »,typically of the form:« knowing that:Inital output, andText chunk 2,Text chunk 2,and Text chunk 3,User prompt » …
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▪ … then the user prompt,the initial output and thetop-k chunks arecombined in an« augmented prompt »,typically of the form:« knowing that:Inital output, andText chunk 2,Text chunk 2,and Text chunk 3,User prompt » …… and you let your chatbotgenerate a final output!...
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That’s it!... You have a RAG-Bot



The « AI for Sport » RAG-Bot prototype
▪ Purpose: It is an AI Assistant for organizers of FISU championships in Wrestling,Beach Volley, Speed Skating, Shooting, Rugby Sevens, and Cycling (more sportscould be easily added).
The Assistant should help the organizers to prepare the championships they areresponsible for, and, for that:- It should first ask “context questions” to gather the information it needs toprovide precise and accurate answers.- Then it should answer the questions of the organizers in a clear, factual andsynthetic manner, with explicit references to the uploaded reference documentswhenever possible.- Finally, it should propose a “rehearsal test” consisting of a series of yes/noquestions leading to an assessment of the progress in the organization of thetargeted event.
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« AI for Sport »: General setup
▪ The « AI for Sport » prototype is implemented as- a RAG-bot- operating on a collection of relevant documents:

• the FISU General Regulations 2024 (applicable to all sports);and, for each of the sports covered
• the FISU Technical Handbook 2024 (specific to that sport)
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The prototype is accessible at: https://chatgpt.com/g/g-OCEIjvXRw-ai-in-sport



Part 3

Build your own prototype!
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