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Core Methods
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Word Embeddings

• Words and other tokens become vectors; no longer discrete symbols! 

- Need to define a vocabulary of words (or token types) V that our system can assign to a vector 

• Word embeddings can be learned in a self-supervised manner from large 
quantities of raw text 

- Learning word embeddings from scratch using labeled data for a task is data-inefficient!  

• Three main algorithms: Continuous Bag of Words (CBOW), Skip-gram, 
and GloVe
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Recurrent Neural Networks
• Early neural LMs (and n-gram models) suffered from fixed context windows 

• Recurrent neural networks can theoretically learn to model an unbounded 
context length  

- no increase in model size because weights are shared across time steps 

• Practically, however, vanishing gradients stop vanilla RNNs from learning useful 
long-range dependencies 

• LSTMs and GRUs are variants of recurrent networks that mitigate the vanishing 
gradient problem 

- used for for many sequence-to-sequence tasks
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Transformers
• Temporal Bottleneck: Vanishing gradients stop many RNN architectures from 

learning long-range dependencies 

• Parallelisation Bottleneck: RNN states depend on previous time step hidden 
state, so must be computed in series 

• Attention: Direct connections between output states and inputs (solves temporal 
bottleneck) 

- Self-Attention: Remove recurrence over input, allowing parallel computation for encoding 

• Transformers use self-attention to encode sequences, but now require position 
embeddings to capture sequence order
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Text Generation

• Text generation is the foundation of many useful NLP applications (e.g., 
translation, summarisation, dialogue systems) 

• Autoregressive: models generate one token a time, using the context 
and previously generated tokens as inputs to generate the next token 

• Teacher forcing is the premier algorithm for training text generators 

• Need better approaches for automatically evaluating NLG systems

7



Modern  
Natural Language Processing
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Taught in the Spring!



Pretraining
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Transformer Language ModelMassive Text Corpus

Used to

Learn

(Radford et al., 2018, 2019, many others)



Pretraining
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Superhuman results on benchmark datasets! 

All top models use pretraining and transformers!



Scale
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Scale
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Why do we want to make these models as big as possible?



Fine-tuning a single model

15 Devlin et al. (2019)



New Paradigms: In-context Learning

• At very large-scale, language 
models exhibit emergent in-
context learning abilities 

• Providing examples as input that 
depict desired behaviour is 
enough for model to replicate it 

• No learning required, though 
learning can improve this ability
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New Paradigms: Chain-of-thought Reasoning
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A: The cafeteria had 23 apples originally. They used 
20 to make lunch. So they had 23 - 20 = 3. They 
bought 6 more apples, so they have 3 + 6 = 9. The 
answer is 9.

Chain of Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

A: The answer is 27.

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: Roger started with 5 balls. 2 cans of 3 tennis balls 
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

InputInput

Model Output Model Output

Model self-rationalizes through text generation



Challenges
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Ethics
• Many ethical considerations go into designing NLP systems 

- What biases may these systems encode? 

- What groups will they exclude? 

- Will they produce toxic or misinformed content? 

- What private information can they leak about their data subjects? 

- Will their interactions with humans open up new avenues for misuse or conflict? 

• Practitioners need to understand these issues to design safer systems for 
the benefit of all 

- Sometimes, that can mean not designing a system in the first place!

19



Robustness
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“All the impressive achievements of deep 
learning amount to just curve fitting”

(Pearl, 2018)

Deep learning models exploit biases (Bolukbasi et al., 2016), annotation  
artifacts (Gururangan et al., 2018), surface patterns (Li & Gauthier, 2017), etc. 

They struggle to learn robust understanding abilities                                                                                                  



Hallucination

• Language models have no 
understanding of True vs. False  

• Everything is probability: 
Likely vs. Unlikely 

• Language models will invent 
facts if they sound plausible
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How can we trust the information our model 
produces? 
How can we be sure our model is behaving the 
way we expect?

Trust
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Given these failures, how can increase  
trust in language systems ?



Augmentation

Borgeaud et al., 2021

• Retrieval-Augmented LMs 
infuse knowledge from external 
sources into LMs. 

- Suitable for knowledge-intensive tasks 
where factual accuracy is needed. 

• Using external knowledge 
reduces how much capacity the 
model uses to memorize 
information 

- make them smaller in size without 
compromising performance.



Augmentation
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https://openai.com/blog/chatgpt-plugins



Multimodality
• Language is just “an imperfect, incomplete, and low-bandwidth 

serialization” of real life  

- Multimodal is the next step! 

• Huge amount of multimodal data available, just waiting to be used to train 
a model. 

- The largest LLMs are already LVLMs (GPT-4, PALM-E) 

• How can we ground NLP systems to the real world? 

- Many new challenges emerge when dealing with multimodal content!
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Multimodality
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https://openai.com/blog/clip/ https://openai.com/blog/dall-e/

Using natural language training 
to improve computer vision

Dall-E
Learning to generate images from 
natural language descriptions



Opportunities
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Medicine
• Notable Benchmark: Med-PaLM 2 model achieved 86.5% performance 

on U.S. Medical Licensing Exam–style questions (USMLE) 

• On par with “expert” test takers
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Legal
Efficient Legal Administration 

• Legal research and analysis: search and 
analyze databases, statutes, regulations, 
case law, etc. 

• Contract analysis: review and extract key 
information from contracts, flag risks, etc. 

• Improved legal outcomes: assist in 
preparing cases, identifying precedents, 
predicting outcomes, etc.
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Improved Access to Justice 

• Bridge justice gap by providing legal 
assistance to individuals who may 
not have access to legal help 

• Virtual legal assistants: provide 
basic legal guidance, answer 
frequently asked questions, assist 
with legal form completion, etc.



Life comes at you fast!
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Legal

• Microsoft CoPilot built on top of 
OpenAI’s Codex, which used code 
from online repositories as training 
data 

• Microsoft CoPilot shown to 
reproduce exact code snippets from 
copyrighted code
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Public Opinion
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Thanks for a great semester! 



NLP @ EPFL
• Natural Language Processing Lab 

- Master’s Theses, Semester Projects available every term 

- MAKE project: kicking off this Fall! 

• Other NLP courses 

- Spring 2024: Modern Natural Language Processing (8 credits) 

‣ Lectures, Assignments, Project 

- Fall 2024: Topics in Natural Language Processing (2 credits) 

‣ Paper reading, paper reviewing, discussion
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