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Today’s Outline

• Ethics 

- Bias 

- Toxicity 

- Privacy 

- Disinformation 

- Human Interaction

Some slides adapted from Greg Durrett, Mohit Iyyer, Swabha Swayamdipta



Ethics of text generation systems

• Tay: Chatbot released by 
Microsoft in 2016 

• Within 24 hours, it started making 
toxic racist and sexist comments 

• What went wrong? 

• Why was this a problem?
https://en.wikipedia.org/wiki/Tay_(bot)



Introduction
• We do not design NLP systems in a bubble! 

• Natural language (at the level we communicate) is a uniquely human 
phenomenon 

• The systems we create are generally linked to understanding human 
communication for augmentation / collaboration!
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Introduction
• We do not design NLP systems in a bubble! 

• Natural language (at the level we communicate) is a uniquely human 
phenomenon 

• The systems we create are generally linked to understanding human 
communication for augmentation / collaboration! 

• How should our algorithms ethically behave given the important 
situations they may be deployed in?



Classification of Harms

• Discrimination, Exclusion, and Toxicity 

• Information Hazards 

• Misinformation Harms

• Malicious Uses 

• Human-computer Interaction Harms 

• Automation, access, and environment 
harms

(Weidinger et al., 2021)
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Bias, Discrimination, and 
Exclusion



Question

Do you think NLP models might express biases? Why?

Tasks, data, models



Maximum Likelihood Training (i.e., teacher forcing)

• Trained to generate the next word  given a set of preceding words 𝑦∗
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Pretraining

12

Transformer Language ModelMassive Text Corpus

Used to

Learn

(Radford et al., 2018, 2019, many others)



Racial Stereotypes
• June 2016: web search query “three black teenagers”



Stereotypes in online data
• June 2017: image search query “Doctor”

Slide Credit: Mohit Iyyer



Stereotypes in online data
• June 2017: image search query “Nurse”

Slide Credit: Mohit Iyyer



Stereotypes in online data
• June 2017: image search query “Homemaker”

Slide Credit: Mohit Iyyer



Stereotypes in online data
• June 2017: image search query “CEO”

Slide Credit: Mohit Iyyer



Biases on the Web
• The dominant class is often portrayed and perceived as relatively more professional 

(Kay, Matuszek, and Munson 2015) 

• Males are over-represented in the reporting of web-based news articles (Jia, 
Lansdall-Welfare, and Cristianini 2015) 

• Males are over-represented in twitter conversations (Garcia, Weber, and Garimella 
2014) 

• Biographical articles about women on Wikipedia disproportionately discuss romantic 
relationships or family-related issues (Wagner et al. 2015) 

• IMDB reviews written by women are perceived as less useful (Otterbacher 2013)

Slide Credit: Mohit Iyyer



Question

How might we test for bias in a language model?



Basics of natural language generation

• In autoregressive text generation models, at each time step t, our model 

takes in a sequence of tokens of text as input and outputs a new 

token, 
{𝑦}<𝑡
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Biases in language models 

• Prompt a language model with 
a prefix and let it generate a 
continuation



Biases in language models 

• Prompt a language model with a 
prefix and let it generate a 
continuation 

• Generation of continuation uses 
the distribution over next tokens 
computed by the language 
model

(Warning: examples contain sensitive content)

(Sheng et al., 2019)
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Biases in language models 

• Prompt a language model with a 
prefix and let it generate a 
continuation 

• Generation of continuation uses 
the distribution over next tokens 
computed by the language 
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BERT 
(teacher): 
24 layer 

Transformer

Bob went to the <MASK> 
to get a buzz cut 

barbershop: 54% 
barber: 20% 
salon: 6% 
stylist: 4% 

…

World knowledge is implicitly encoded in 
LM parameters! (e.g., that barbershops are 

places to get buzz cuts)

Encoded Knowledge

Slide Credit: Mohit Iyyer



Biases in language models 

• Learned behaviors of large-scale 
NLP models are opaque 

- Language models learn harmful patterns 
of bias from large language corpora  

• NLP models can reflect and 
produce stereotype-laden 
content from seemingly 
innocuous inputs

(Warning: examples contain sensitive content)

(Sheng et al., 2019)



“A spurious correlation is a mathematical relationship in 
which two or more events or variables are associated but 

not causally related, due to either coincidence or the 
presence of a certain third, unseen factor.” 

– Burns, 1997 



Bias Amplification

• Data Bias vs. Model Bias 

• Data: 67% of training images involving 
cooking are woman 

• Model: 80% of predictions for cooking 
frames predict woman as the agent 

- Language models amplify harmful patterns of bias from 
large language corpora 

(Warning: examples contain sensitive content)

(Zhao et al., 2017)



Model Bias Amplification



Question

Where else do you imagine there could be bias amplification?



Bias in Machine Translation

(Stanovsky et al., 2019)



Bias in Coreference Resolution

(Zhao et al., 2018)

Coreference links change based on gender of pronoun



Biased NLP Technologies
• Bias in word embeddings (Bolukbasi et al. 2017; Caliskan et al. 2017; Garg et 

al. 2018) 

• Bias in Language ID (Blodgett & O'Connor. 2017; Jurgens et al. 2017) 

• Bias in Visual Semantic Role Labeling (Zhao et al. 2017) 

• Bias in Natural Language Inference (Rudinger et al. 2017)  

• Bias in Coreference Resolution (Rudinger et al. 2018; Zhao et al. 2018 ) 

• Bias in Automated Essay Scoring (Amorim et al. 2018)



Question

Doesn’t ChatGPT solve this? 



A problem of the past?

• Alignment training (a la 
ChatGPT) may block certain 
biased outputs from emerging



A problem of the past?

• Alignment training (a la 
ChatGPT) may block certain 
biased outputs from emerging 

• But the bias may still be present 
and accessible when the model 
is used in a different way 

• Don’t trust that others are 
taking care of this for you!



A final form of bias: language



A final form of bias: language
•Language identification degrades significantly on African American 

Vernacular English (Blodgett et al. 2016)

39



Recap
• Language models pretrained on large quantities of text encode biased 

representations about different protected categories 

- Race, Gender, Religious, Sexual Orientation, Many more…   

• Not only do the language models learn these biases, but they amplify 
them, exacerbating the original problem! 

• Language itself may be a form of bias if certain languages and dialects are 
less well-represented in the data! 

• You as a developer are responsible for the biases your systems propagate!



Final note on bias!



Toxicity



Universal adversarial triggers

• The learned behaviors of text 
generation models are opaque 

• Adversarial inputs can trigger 
VERY toxic content 

• These models can be exploited 
in open-world contexts by ill-
intentioned users

(Wallace et al., 2019)

(Warning: examples contain sensitive content)



Hidden Biases: Triggered innocuously

• Pretrained language models can 
degenerate into toxic text even from 
seemingly innocuous prompts 

• Models should not be deployed 
without proper safeguards to control 
for toxic content 

• Models should not be deployed 
without careful consideration of how 
users will interact with it

(Warning: examples contain sensitive content)

(Gehman et al., 2020)



Information Hazards: Privacy



Question

What privacy dangers do LLMs pose?



Privacy concerns
• Leaking private information

(Weidinger et al., 2021)



Leaking Private Information

 200,000 LM 
GenerationsLM (GPT-2)

Sorted 
Generations

(using one of 6 metrics)

Deduplicate

Training Data Extraction Attack

Prefixes

Evaluation

Internet 
Search

Choose 
Top-100

Check 
Memorization

Match

NoMatch

• Extracted information included personally identifiable information (phone 
numbers, names, e-mails), IRC conversations, code 

• Some of these were extracted despite only occurring ONCE in the 
pretraining dataset

(Carlini et al., 2021)



Privacy concerns
• Leaking private information 

• Inferring private information

(Weidinger et al., 2021)



Inferring Private Information
• A study in 2017 proposed that sexual 

orientation could be predicted from 
images 

• Blog post at the time showed that 
system *actually* detects indicators 
such as glasses, makeup, facial hair, 
etc. 

• Problem: Many pieces of private 
information will be predictable from 
online data!

h@ps://medium.com/@blaisea/do-algorithms-reveal-sexual-orientaDon-or-just-expose-our-stereotypes-d998fafdf477

https://medium.com/@blaisea/do-algorithms-reveal-sexual-orientation-or-just-expose-our-stereotypes-d998fafdf477


Question

What dangers do you think might arise from  
models that leak or infer private information?



Disinformation



Disinformation
• Large-scale pretrained language 

models allow us to build NLG 
systems for many new 
applications 

• New avenues for controllability let 
us provide discourse information 
as input to such models 

• Result: GROVER, a language 
model specifically designed to 
generate Fake News!

(Zellers et al., 2019)



Question

How do you think language models  
might be used to spread disinformation?



Uses of LLMs in Disinformation

(Buchanan et al., 2021)



Uses of LLMs in Disinformation: Narrative Reiteration

(Buchanan et al., 2021)



Uses of LLMs in Disinformation: Narrative Manipulation

(Buchanan et al., 2021)



Uses of LLMs in Disinformation: Narrative Wedging

(Buchanan et al., 2021)



HCI Harms



Oh wow,  
could be useful!

HCI Harms?



Question

What do you think could go wrong?



Inane Suggestions

False Claims

Dangerous!

HCI Harms?



Not theoretical anymore…

HCI Harms!



Slide credit: The Verge

Interaction may be unknown!

HCI Harms!



Recap
• Many important ethical considerations must go into designing NLP systems and 

using pretrained NLP models 

- What biases may these systems encode? 

- What groups will they exclude? 

- Will they produce toxic or misinformed content? 

- What private information can they leak about their data subjects 

- Will their interactions with humans open up new avenues for misuse or conflict? 

• As NLP practitioners, we need to take these issues seriously to design safer 
systems for the benefit of all



Final Question

Are there natural language systems we  
shouldn’t design in the first place?



Example: Predicting prison sentences from cases

(Chen et al., 2021)



Recap
• Many important ethical considerations must go into designing NLP systems and using 

pretrained NLP models 

- What biases may these systems encode? 

- What groups will they exclude? 

- Will they produce toxic or misinformed content? 

- What private information can they leak about their data subjects? 

- Will their interactions with humans open up new avenues for misuse or conflict? 

• As NLP practitioners, we need to take these issues seriously to design safer systems 
for the benefit of all 

- Sometimes, that can mean not designing a system in the first place!


